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A Novel Method with Improved Power To Detect Recombination Hotspots
from Polymorphism Data Reveals Multiple Hotspots in Human Genes
Paul Fearnhead and Nick G. C. Smith*

Department of Mathematics and Statistics, Lancaster University, Lancaster, United Kingdom

We introduce a new method for detection of recombination hotspots from population genetic data. This method
is based on (a) defining an (approximate) penalized likelihood for how recombination rate varies with physical
position and (b) maximizing this penalized likelihood over possible sets of recombination hotspots. Simulation
results suggest that this is a more powerful method for detection of hotspots than are existing methods. We apply
the method to data from 89 genes sequenced in African American and European American populations. We find
many genes with multiple hotspots, and some hotspots show evidence of being population-specific. Our results
suggest that hotspots are randomly positioned within genes and could be as frequent as one per 30 kb.

Introduction

Recombination is a fundamental evolutionary process
that shapes patterns of sequence variation by breaking
up allelic associations. Recombination is intertwined with
the other fundamental molecular evolutionary processes
of mutation and selection, since recombination itself
may be mutagenic and because recombination aids se-
lection by reducing Hill-Robertson inference. In addi-
tion, understanding recombination rates is crucial for
practical applications in human genetics, most notably
in the use of association mapping of complex traits.
However, recombination rates per generation are small,
which means that pedigree studies can reveal recombi-
nation rate variation only at the megabase scale. The
recent development of sperm typing allows the consid-
eration of very large numbers of male meioses, to reveal
fine-scale variation in recombination rates, with resolu-
tion limited only by the density of polymorphic markers.
Sperm typing has revealed the existence of narrow re-
combination-rate hotspots of ∼1–2 kb in size. But sperm
typing is laborious and is not applicable to genomewide
studies, so increasing attention has been paid to the infer-
ence of recombination-rate hotspots through use of popu-
lation-genetics models, to infer recombination rates from
population data. Such population-genetics approaches
yield recombination-rate estimates that differ from those
of sperm typing and pedigree studies in a number of im-
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portant respects. Population-genetics methods estimate
a population-scaled compound parameter rather than
the raw recombination rates given by the pedigree and
sperm-typing methods. The time scale over which re-
combination rates are inferred with population-genetics
methods is also different from the other methods, since
those methods consider the history of polymorphism in
the sample rather than simply measure present-day re-
combination rates (sperm typing) or recombination rates
in recent generations (pedigree studies). Finally, popu-
lation-genetics methods estimate a sex-averaged recom-
bination rate (at least for autosomal data), in contrast
to sperm typing, which measures only male recombina-
tion rates, and pedigree studies, which can measure both
male and female recombination rates.

Recent evidence from both sperm data (Jeffreys et
al. 2001, 2005) and population data (Crawford et al.
2004; McVean et al. 2004) show that there is large local
variation in the recombination rate across the human
genome. A simple qualitative description of this is that
there are relatively large regions (on the order of 10–
100 kb) of the genome that have a small “background”
recombination rate, and these regions are separated by
recombination “hotspots.” Recombination hotspots are
generally 1–2 kb in width (Jeffreys et al. 2001, 2005)
and have a recombination rate that is �1 orders of mag-
nitude larger than the background rate.

Currently, there is little understanding about the bio-
logical factors that produce hotspots. Jeffreys and Neu-
mann (2002) show a hotspot that is controlled by the
nucleotide at a single polymorphic site. Comparisons of
hotspots in humans and chimps (Ptak et al. 2005; Winck-
ler et al. 2005) show that recombination hotspots are
not conserved between humans and chimps. Thus, hot-
spots appear to evolve over time scales substantially
shorter than the 10–12 million years of evolution that
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Table 1

Inferred Hotspots: Single Analysis of Each Population

The table is available in its entirety in the online
edition of The American Journal of Human Genetics.

separate humans and chimps. Whether the rate of re-
combination-rate evolution is sufficiently quick to cause
different human populations to have different hotspots
is an open question, although large recombination-rate
differences among individuals have been reported.

Detection of hotspots is important both for the design
and analysis of association studies aimed at finding ge-
netic factors of diseases and for the correct interpreta-
tion of patterns of diversity in population data. Further-
more, detection of a large number of recombination
hotspots from the extensive human population data that
is currently being generated will produce substantial data
that can be used to address questions relating to the
biology and evolution of these hotspots.

Currently, there are three methods of detection of
hotspots from population data (Li and Stephens 2003;
Fearnhead et al. 2004; McVean et al. 2004). A recent
comparison of these three methods on a 206-kb re-
gion of chromosome 1 for which sperm typing had been
separately used to detect hotspots (Jeffreys et al. 2005)
suggests that the method of Fearnhead et al. (2004) is
the most powerful. Of eight hotspots found by sperm
typing, the method of Fearnhead et al. (2004) found
seven, with one false-positive result. By comparison, the
method of McVean et al. (2004) found four hotspots,
with zero false-positive results, and that of Li and Ste-
phens (2003) found five, with three false-positive results.
Here, we present an extension of the method of Fearn-
head et al. (2004) that, in simulation studies, produces
an increase in power (for comparable false-positive rates,
the new method found 65% of hotspots, as compared
with just 53% for the old method [see the “Results”
section]). We have applied our new method to polymor-
phism data for African American (AA) and European
American (EA) samples from 89 genes, and we have
found strong evidence of multiple recombination hot-
spots in single genes and some indication of potential
differences in hotspots between the two populations.

Material and Methods

Data

We used human sequence data generated by the
SeattleSNPs Program for Genomic Applications. The
SeattleSNPs database provides polymorphism data that
are based on resequencing of a large number of candi-
date genes thought likely to be involved in genetic disease
and so in no way represents a random sampling of the
genome. Sequencing spanned the transcribed regions.
We chose 89 genes (AGTRAP, ALOX12, ALOX15,
ALOX5AP, APOH, C3, CAT, CD36, CD9, CHUK,
CKM, CRF, CSF2, CSF3R, CYP4A11, DCN, F10, F12,
F13A1, F3, F5, F9, GP1BA, HABP2, ICAM1, IFNAR1,

IFNGR1, IFNGR2, IGF2AS, IL10RB, IL11, IL11RA,
IL12RB2, IL15RA, IL16, IL17, IL1R1, IL1R2, IL1RN,
IL20, IL21R, IL26, IL2RA, IL2RB, IL4R, IL5RA,
IL6, IL7R, IL9R, IRAK4, ITGA2, ITGA8, JAK3,
MAP3K8, MMP3, NFKBIA, NOS3, PLAUR, PLG,
PLTP, PON1, PON2, PPARA, PPARG, PROC, PTGS1,
RIPK1, SELE, SELL, SELP, SERPINA5, SFTPA1,
SFTPA2, SFTPB, STAT3, STAT6, TF, TFPI, THBS4,
TIRAP, TNFAIP2, TNFRSF1A, TNFRSF1B, TRAF2,
TRAF6, TRPV6, TTRAP, TYK2, and VCAM1 [see table
1 and the SeattleSNPs Web site for more information])
from an early version of the data set, discarding only
those genes that appeared to have too few SNPs or to
be too short (in physical distance) to provide sufficient
power to infer hotspots.

The SeattleSNPs data set contains information from
two populations: 23 unrelated EAs from CEPH pedi-
grees and 24 AAs from the African-American Human
Variation Panel. On average, genes in the SeattleSNPs
data set are 20–25 kb long and contain 115 segregating
sites, of which 100 are segregating in AAs, and 65 in
EAs. For the analyses of recombination-rate variation,
we required haplotypes that are not directly ascertained
in the SeattleSNPs data set but that are instead inferred
using PHASE v2.1 software (Stephens et al. 2001; Ste-
phens and Donnelly 2003). Note that only sites with a
minor-allele frequency 15% were used for haplotype re-
construction and, hence, for hotspot detection. Simula-
tions indicate that the estimation of haplotypes by PHASE
causes very little bias in recombination-rate estimation
(Smith and Fearnhead 2005).

Approximate Likelihood Methods

Our approach to detection of hotspots is based on use
of the approximate marginal-likelihood (AML) method
of Fearnhead and Donnelly (2002) to obtain (approxi-
mate) likelihood curves for the recombination rate within
short subregions of each data set. Each subregion con-
sists of six (consecutive) SNPs; we calculated likelihood
curves for each such subregion within our data set. The
likelihood curves were calculated using the program
sequenceLDsr, which is available at P.F.’s Web site. This
approach uses importance sampling (see Stephens and
Donnelly [2000] and Fearnhead and Donnelly [2001] for
more details) and is based on (a) simulation of a set of
possible genealogical histories for the data, (b) calcula-
tion of an (approximate) likelihood curve for the recom-
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bination rate for each history, and (c) combination of
these curves, by use of a suitable weighted average, to
produce the final likelihood curve for the subregion. In
practice, we used 100,000 histories in our calculation
(step a above) for each subregion, and the computational
cost was 10–30 minutes for each subregion.

Note that we attempt to detect recombination hot-
spots, using recombination models that consider only
crossing over; that is, gene conversion is not explicitly
modeled. However, previous simulation studies have in-
dicated that variation in gene-conversion rates should be
revealed to some extent by methods that consider only
crossing over (Smith and Fearnhead 2005).

This AML has been shown to give a very good ap-
proximation of the true likelihood curve and is 1–3 or-
ders of magnitude quicker to compute (Fearnhead and
Donnelly 2002). Although the likelihood curve is calcu-
lated under the assumption of a constant-sized, panmic-
tic population, inferences that are based on it are rea-
sonably robust (in terms of estimation of relative rates
of recombination) to a variety of deviations from this
model (see Smith and Fearnhead 2005). The likelihood
curve is also calculated under the assumption of a con-
stant recombination rate across the subregion. Smith and
Fearnhead (2005) show that, if the recombination rate
varies across the subregion, then the method estimates
an average recombination rate across the subregion.

Detecting Hotspots: Single Population

Consider inferring hotspots within a single gene with
S SNPs (or segregating sites). Let denote the logl (r)i

AML curve for the ith subregion of the gene that extends
from the ith to the th SNP, inclusive. (Our ap-(i � 5)
proach can be used for subregions that include either
fewer or more than six SNPs, and the optimal width of
subregion may depend on the SNP density; here, we
follow the approach of Fearnhead et al. [2004]). We use

for to fit a hotspot model of howl (r) i p 1, … ,S � 5i

the recombination rate varies with the position along
the gene. In particular, we consider recombination sur-
faces , which gives the local recombination rate (perr(x)
kb) at any position of the gene, of the form

r for s � x � e ,1 1 1

_ _
r(x) p (1)

r for s � x � e ,h h h{
r otherwise ,b

where is the background recombination rate and h isrb

the number of hotspots, with the ith hotspot having rate
and extending from position to . We assume thatr s ei i i

hotspots do not overlap or touch. See figure 1 for an
example.

We define a penalized log likelihood for a recombina-
tion surface byr(x)

S�5

Pl r(x) p l (r ) � lh , (2)[ ] � i i
ip1

where is the average recombination rate across sub-ri

region i, as specified by the recombination surface r(x)
(see fig. 1), and l is a positive constant included to pe-
nalize overfitting with hotspots. (Note that the

S�5

l (r )� i iip1

term is itself not a true log likelihood, since dependence
between the data within different subregions is being
ignored.)

We estimate the number and position of the hotspots
by maximizing with respect to recombinationPl r(x)[ ]
surfaces of the form (eq. [1]). This gives a “maximum
penalized-likelihood estimate” of the recombination sur-
face from which the number and positions of the hot-
spots can be read. This approach is an extension of that
of Fearnhead et al. (2004). The approach of Fearnhead
et al. (2004) was to consider each subregion individually
and to evaluate the evidence of a hotspot within that
subregion by use of a likelihood-ratio test. The approach
proposed here aims to use the information in all sub-
regions that contain (part of) a hotspot to detect the
hotspot.

Maximization of Penalized Likelihood

We maximize the penalized log likelihood (eq. [2]),
using a recursive segmentation that iteratively adds hot-
spots to the recombination surface. Formally, we pro-
ceed as follows:

A. Estimate the background rate, , and set(0) (0)r r (x)b

to be equal to for all x;(0)rb

B. Given a current recombination surface , evalu-(i)r (x)
ate the change in penalized log likelihood obtained
by adding different hotspots to this surface, subject
to the condition that each new considered hotspot
does not overlap or touch a hotspot in ;(i)r (x)

C. Add hotspots to that increase the penalized(i)r (x)
log likelihood. The order in which hotspots are
added is determined by the amount they increase
the penalized log likelihood (largest increase first)
and are subject to each new hotspot not overlap-
ping or touching any hotspots that have already
been added; and

D. If no new hotspots are added in step C, then the
estimated recombination surface is . Other-(i)r (x)
wise, re-estimate the background rate, update the
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Figure 1 An example recombination surface of a gene. This surface consists of a background recombination rate of 1 and three hotspots
with lengths of 1 kb, 2 kb, and 2 kb and with recombination rates of 11, 9, and 7, respectively. The position of 20 SNPs are marked by crosses,
and these SNPs define 15 subregions denoted by rectangles below the X-axis. The penalized likelihood for the recombination surface is calculated
from the AMLs for each of these subregions. The AMLs are calculated under an assumption of constant recombination rate across the subregion.
The recombination surface restricted to the 1st, 7th, and 13th subregions (blackened rectangles) are shown at the bottom of the figure, together
with the average recombination rate defined by the recombination surface (dashed line). For example, for subregion 1, the recombination surface
is 4 kb with a recombination rate of 1 and 1 kb with a recombination rate of 11, which produces an average recombination rate of 3 kb. This
average rate is the value of the recombination rate at which the AML for this subregion is evaluated (the in eq. [2]).r1

current recombination surface , and return(i�1)r (x)
to step B.

To estimate the background recombination rate at
each iteration, we use the composite likelihood of Fearn-
head and Donnelly (2002), after exclusion of any sub-
regions that contain part of a hotspot. For estimation
of the background rate in step A, we first use the method
of Fearnhead et al. (2004) to detect subregions that in-
clude hotspots, and we omit those in the composite like-
lihood. When considering new hotspots in step B, we
consider all hotspots specified by a grid of possible start
positions and lengths for the hotspot. In the analyses
here, the grid had start positions every 250 bp, and the
hotspots lengths were either 250 bp to 3 kb or 1 kb to
3 kb, in steps of 250 bp. The maximization was per-
formed using the function HotspotEstimate written in
R.

This approach does not find the true maximum pe-
nalized-likelihood estimate. Sources of error include (a)
consideration of only a grid of possible hotspots, (b)
misestimation of the background recombination rate, and
(c) the recursive procedure fitting a single hotspot to a

cluster of hotspots. The errors due to source a are small
compared with the uncertainty in the data about the
position of hotspots. Any errors that are due to source
c can be corrected by reanalysis of hotspots that are
detected, to determine whether they are single hotspots
or hotspot clusters. Errors due to source b are potentially
more problematic; accurately estimating a background
rate requires the exclusion of subregions that contain
hotspots, but finding such subregions may depend on a
reasonable estimate of the background rate. Therefore,
if, in step A, we overestimate the recombination rate (e.g.,
because of too many hotspots within the gene), then that
may preclude us from correctly detecting the hotspots
that are there.

Specifying the Likelihood Penalty

The accuracy of our penalized-likelihood approach to
finding hotspots depends on the choice of the penalty
for hotspots l. To determine a suitable choice for l, we
resorted to simulation studies (see below). We chose

, which gave an approximate false-positive ratel p 16
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Figure 2 An example two-population recombination surface. The recombination surfaces for population 1 (red) and population 2 (blue)
are shown for a hypothetical gene. In this example, the effective population size of population 2 is 1.5 times that of population 1; the two
populations share two hotspots, and each has one population-specific hotspot.

of one hotspot per 60 25-kb genes (see the “Results”
section for further details).

We also introduced an edge correction to this hotspot
penalty. Hotspots at most positions within a gene will
occur within at least five different subregions, whereas
hotspots at the edge of the gene may occur within fewer
subregions. To account for this and for the positive cor-
relation between likelihood curves at nearby subregions,
we reduce the hotspot penalty for such hotspots. The
penalty incurred for a hotspot ranges from 8 (if it ap-
pears in just one subregion) to 16 (if it appears in five
or more subregions); these different penalties were calcu-
lated from the simulation studies, to maintain the same
false-positive rate at the edge of a gene as elsewhere.

Detecting Hotspots: Joint Analysis

We also considered an extension of this approach that
jointly infers hotspots that are based on the data from
two populations (in our application, EA and AA popu-
lations). Our aim is to jointly infer the recombination
surfaces for both populations, and . Our(1) (2)r (x) r (x)
model for these recombination surfaces depends on g

(the ratio of effective population sizes between the two
populations), (the background recombination rate inrb

population 1), and three types of hotspots: those in only
population 1, those in only population 2, and those in
both populations. We denote by “ ,” “ ,” and “h,”(1) (2)h h

respectively, the number of each type of hotspot. Our
model for the recombination surface is

(1) (1) (1)⎧r for s � x � e ,1 1 1

_ _
(1) (1) (1)r for s � x � e ,(1) (1) (1)h h h⎪

(1)r (x) p r for s � x � e ,⎨ 1 1 1

_ _
r for s � x � e ,h h h⎪
r otherwise ,⎩ b

(2) (2) (2)⎧r for s � x � e ,1 1 1

_ _
(2) (2) (2)r for s � x � e ,(2) (2) (2)h h h⎪

(2)r (x) p gr for s � x � e , (3)⎨ 1 1 1

_ _
gr for s � x � e ,h h h⎪
gr otherwise ,⎩ b

We again assume that hotspots do not overlap within
each of the two populations. Our model is based on the
recombination surfaces of the two populations differing
only by a constant of proportionality (the ratio of effec-
tive population sizes), except at population-specific hot-
spots. We include the possibility of population-specific
hotspots because of the biological evidence that hotspots
evolve over time. For an example of our two-population
recombination surface, see figure 2.
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We define a penalized log likelihood for a recombina-
tion surface byr(x)

(1) (2)Pl r (x),r (x)[ ]
2 S�5

(j) (j) (1) (2)p l (r ) � l(h � h � h) , (4)� �{ }i i
jp1 ip1

where is the log AML for subregion i in population(j)l (7)i

j, and is the average recombination rate in subregion(j)ri

i of population j, as defined by . We assume the(j)r (x)
same penalty for each of the three possible hotspots,
since each hotspot introduces the same number of pa-
rameters (three: size, start, and end of hotspot) regardless
of its type.

We maximize equation (4) with respect to recombi-
nation surfaces of the form (3). We perform the maxi-
mization, using a recursive segmentation procedure sim-
ilar to the one described above, implemented in R via a
function HotspotEstimate2. We estimate the ratio of ef-
fective population sizes on the basis of the ratio in the
estimates of average recombination rate in the two popu-
lations. We again used simulation to choose ,l p 18
which gave an approximate false-error rate of one hot-
spot per 20 25-kb genes.

Coalescent Simulations

We simulated polymorphism data, using coalescent
models for two different purposes: simulations without
recombination hotspots were used to choose the like-
lihood penalty parameter for the penalized-likelihood
method, and simulations with recombination hotspots
were used to test the power of recombination-hotspot
detection methods. For both classes of simulations, three
sets of 100 data sets each were generated corresponding
to three alternative demographic histories: a null history
of constant population size and a panmictic population,
a demographic history thought to match that of AAs,
and a demographic history thought to match that of EAs.
All simulations were for 50 samples of 25-kb sequences,
chosen to match the SeattleSNPs data set. For simulation
sets 2, 3, 5, and 6, we simulated genotype data by ran-
domly combining the 50 haplotypes to produce 25 ge-
notypes, and we used PHASE to infer haplotypes. The
inferred haplotypes were then used in our analysis.

Simulation set 1: constant recombination rate and null
demographic model.—These sequence data were simu-
lated in two stages. First, the ms program (Hudson 2002)
was used to simulate a tree file (consisting of a set of
genealogies and branch lengths for different portions of
the sequence) under the standard neutral coalescent, with
a constant rate of crossing-over across the sequence. The
recombination rate was determined for eachr p 4N re

simulation by simulating r from the empirical distribu-

tion of autosomal crossing-over rate in the deCODE pedi-
gree study (Kong et al. 2002) and by applying the stan-
dard assumption of . The average autoso-N p 10,000e

mal crossing-over rate in the deCODE pedigree study
(excluding centromeres) is 1.2 cM/Mb, which means
that the average r is 0.48 per kb. DNA sequence data
was then simulated, according to a two-allele finite-sites
mutation model, on the basis of the tree file, using the
seq-gen program (Rambaut and Grassly 1997). The pop-
ulation-scaled mutation parameter v was set to 0.9 per
kb, similar to average nucleotide diversity in the pooled
AA and EA SeattleSNPs data set, and mutation rates
were modeled as constant among sites.

Simulation sets 2 and 3: constant recombination rates
and AA and EA demographic histories.—Coalescent sim-
ulations invoking complex human demographic scenar-
ios were simulated using the Cosi program of Schaffner
et al. (in press), available at the Cosi Web site. The Cosi
program is designed to simplify simulation of complex
demographic scenarios, including asymmetric migration
rates between subpopulations, admixture, populations
splitting into subpopulations, and various population-
size changes, including exponential growth and bottle-
necks. Cosi allows for both crossing-over and gene con-
version, as well as variation in rates of crossing-over
(determined by a piecewise constant recombination sur-
face), and assumes the infinite-sites model of mutation
(with mutation positions converted into discrete base-
pair positions). We used the detailed model of human
demography, which was calibrated by Schaffner et al.
(in press), using several large data sets of human se-
quence variation. The model of Schnaffner et al. (in
press) simulates four populations that include an AA
population and a European population. Unlike the Af-
rican population in America, the European population
in America has experienced very little recent admixture
with other populations, so a European population is
equivalent to an EA population. The mutation rate of

per base pair per generation, with no varia-�81.3 # 10
tion among sites, was chosen to give the correct average
numbers of segregating sites in the AA and EA popu-
lations. The crossing-over rate, constant across the se-
quence for each simulation, was simulated from the em-
pirical deCODE distribution, as described above. The
same low level of gene conversion, per bp�94.5 # 10
per generation, was applied to each simulation (with a
gene conversion tract length of 500 bp at all gene-con-
version events). As a check of these model parameters,
we compared our simulated data with the real Seattle-
SNPs data, with respect to two important summary sta-
tistics affected by demography, Tajima’s D and the FST

measure of genetic differentiation. For a SeattleSNPs col-
lection of 201 genes, mean D was �0.53 for the AA
population and �0.20 for the EA population. For simu-
lation sets of 1,000 sequences, the mean D was �0.67
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for the AA population and �0.03 for the EA population.
For the SeattleSNPs genes, mean FST between the two
populations was 9.9%, and we obtained a mean FST of
8.8% in our simulations (we used equation 3 in the work
of Hudson et al. [1992] to estimate FST, with negative
FST estimates adjusted to zero).

Simulation set 4: recombination hotspots and the null
demographic model.—These sequence data were simu-
lated as for simulation set 1, except for the addition of
recombination hotspots. The background crossing-over
rate was chosen using the deCODE distribution, as for
simulation set 1, but, in addition, a single crossing-over
hotspot was simulated. The hotspot rate was chosen
with r distributed uniformly between 20 and 30 per kb
(so, on average, 50 times higher than background). Hot-
spot width was distributed uniformly between 1 kb and
2 kb, and hotspot position in the sequence was chosen
at random (more precisely, the start of the hotspot was
distributed uniformly between 0 kb and 24 kb in the
sequence). We simulated data, using the approach de-
scribed in appendix C of Li and Stephens (2003), to
convert the output of Hudson’s ms program.

Since the deCODE distribution represents the average
crossing-over rate for both background and hotspot re-
gions, we could have chosen a different distribution, con-
centrated on smaller values, for the background rate.
Precisely how to do this is unclear, and the approach we
take should be considered conservative (in terms of es-
timating power), since we allow for larger background
rates. Furthermore, our results (see below) suggest that
the hotspot intensity (ratio of hotspot rate to back-
ground rate) had, at most, a small effect on the power
of our approach.

Simulation sets 5 and 6: recombination hotspots and
AA and EA demographic histories.—These sequence data
were simulated as for simulation sets 2 and 3, except
for the addition of recombination hotspots. The details
of the hotspots were the same as for simulation set 4,
except that the Cosi program requires recombination
rates in terms of r, the recombination probability per
meioses, and we chose r to be in the range of �45 # 10
to per kb.�47.5 # 10

Polymorphism Frequencies

The SeattleSNPs data were examined for a signature
of biased gene conversion (BGC) (Marais 2003) on poly-
morphism frequencies—that is, the higher frequency of
ATrGC mutations compared with GCrAT mutations.
The direction of mutation of SNPs (GCrAT or ATrGC)
was inferred by parsimony with use of the chimpan-
zee outgroup information that is incorporated in the
SeattleSNPs data sets. Coding SNPs were ignored to
avoid the effects of selection, as were those SNPs pos-
sibly generated by CpG mutations, for which parsimony

may be unreliable (for more details, see Webster and
Smith [2004]).

Results

Method for Detecting Hotspots

We first performed a detailed simulation study, both
to choose the value of the penalty in our penalized like-
lihood and to evaluate the power of our new method
for detecting hotspots and its robustness to deviations
from the simple model under which the AMLs are cal-
culated. We compared our new approach with that of
Fearnhead et al. (2004), an existing method that per-
formed better than did LDhot (McVean et al. 2004) and
Hotspotter (Li and Stephens 2003) at detecting hotspots
in a 206-kb region of chromosome 1 (Jeffreys et al.
2005).

The method of Fearnhead et al. (2004) requires a
threshold for a likelihood-ratio test to be set. We chose
both this threshold and our likelihood penalty from an-
alyses of ∼300 simulated 25-kb data sets, none of which
contained recombination hotspots. For each method, we
chose two values for the respective constants, one that
gave a false-error rate of approximately one hotspot per
100 genes and one that gave a false-error rate of ap-
proximately five hotspots per 100 genes. We then ana-
lyzed ∼300 data simulated data sets, each of which con-
tained a hotspot under both methods with each choice
of constant. See the “Materials and Methods” section
for full details of the simulations and table 2 for the
results of the power and false-positive rates of these two
methods. For a fair comparison with the likelihood-ratio
method, we allowed hotspots of lengths between 250
bp and 3 kb in the penalized-likelihood approach (rather
than use the knowledge we have about hotspot lengths
to impose a minimum hotspot length of 1 kb, infor-
mation that cannot be incorporated into the likelihood-
ratio test). The power results in table 2 count a hotspot
to be found if an estimated hotspot overlaps with the
true hotspot, and an estimated hotspot is a false-positive
result if it does not. The new penalized-likelihood ap-
proach is consistently more powerful, for similar false-
positive rates, than the existing likelihood-ratio approach.
The performance of the penalized-likelihood method is
only slightly worse for the EA and AA data sets than
for the null data sets.

We can further examine the accuracy of methods for
estimation of the actual position of the hotspot. The
median absolute error for estimating the edge of a hot-
spot is 400 bps for the EA data sets and 320 bps for
the AA data sets, with 80% and 86%, respectively, of
inferred hotspots containing the middle of the true hot-
spot. The increased accuracy for the AA data sets is due
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Table 2

Power and False-Positive Rates for New and Existing Approaches for Hotspot Detection

DATA SIMULATION AND DEMOGRAPHIC

SCENARIOa

POWER (FALSE-POSITIVE) RATESb FOR

Penalized-Likelihood
Approach When

Likelihood-Ratio
Approach When

l p 13 l p 16 c p 10 c p 12

Simulations without recombination hotspots:
Null … (3) … (0) … (1) … (0)
EA … (3) … (1) … (3) … (1)
AA … (5) … (1) … (5) … (2)

Simulations with recombination hotspots:
Null 78 (3) 75 (2) 65 (2) 60 (2)
EA 72 (3) 63 (1) 71 (4) 56 (1)
AA 70 (7) 67 (4) 56 (5) 44 (2)

Average 73 (4) 65 (1.5) 62 (3.3) 53 (1.3)

NOTE.—For each method, we chose two values of a user-specified parameter: the penalty,
l, for the penalized-likelihood approach, and the threshold, c, for the likelihood-ratio ap-
proach. We allowed hotspot lengths between 250 bp and 3 kb for the penalized-likelihood
approach. Each row relates to results from ∼100 data sets.

a We considered three demographic scenarios: the null model assumes a panmictic constant
population and is the model under which the likelihoods are calculated; EA and AA refer to
data simulated jointly under demographic models that roughly match the patterns of diversity
seen in EA and AA populations.

b Power is given as a percentage, and the false-positive rate as number of hotspots per 100
genes.

Table 3

Power and False-Positive Rates
for the New Penalized-Likelihood
Approach

RATE

HOTSPOTS

INFERRED IN

POPULATION(S)

EA AA Both

Power (%) 86 85 81
False-Positivea 5 7 3

NOTE.—A penalty was used,l p 18
and we allowed hotspots to have lengths
of 1–3 kb.

a Number of hotspots per 100 genes.

to the higher density of segregating sites in those data
sets.

The AA and EA data sets simulated to produce the
results in table 2 were each simulated jointly in pairs;
this models the generation of data from a single gene
that is sampled in two diverse populations. We tested
our method for detecting hotspots, given data from two
populations on these pairs of data sets. Again, we used
the results of the analysis of simulated data sets that did
not contain a hotspot to choose the penalty in the pe-
nalized likelihood, and we chose , which gave al p 18
false-positive rate of approximately five hotspots per 100
genes. Since it is the approach we take for the real data,
we fixed a minimum hotspot length of 1 kb in our analy-
sis—although imposing this minimum has only a small
effect on the results. Table 3 gives the results of the joint
analysis, in terms of power and false-positive rates for
each population individually and in terms of hotspots
that were inferred jointly in both populations.

The joint analysis gives improved power for detecting
hotspots, as compared with the analyses of single popu-
lations with similar false-positive rates. In particular, the
method performs well for hotspots inferred in both popu-
lations. The joint analysis also gives slightly more ac-
curate inference of the hotspot boundaries, with median
absolute error of 320 bps and 95% of inferred hotspots
containing the middle of the true hotspot. Although
there is limited data, a simple analysis of the features of
the data sets for which hotspots were detected suggests

that the most important feature is the number of SNPs
inside or near (within 2 kb) the hotspot (logistic regres-
sion ); by comparison, the width or amount ofP ! .01
recombination within the hotspot or background recom-
bination rate had little effect (across the range of values
that these varied for our simulation study).

Hotspots in SeattleSNPs Genes

We applied our method for inferring hotspots to 3 Mb
of sequence data from 89 genes (see the “Materials and
Methods” section). We allowed for hotspots of 1–3 kb
in size, since sperm-typing results suggest that hotspots
tend to be within this range. Imposition of a suitable
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Table 4

Inferred Hotspots in 89 Genes

NO. OF

HOTSPOTS

IN GENE

(kb)

NO. OF INFERRED HOTSPOTS,
BY POPULATION,

AS DETERMINED BY

Separate
Analysisa Joint Analysisb

EA AA EA AA Both

0 51 42 33 26 36
1 26 32 36 39 37
2 8 9 10 14 10
3 3 4 3 4 4
4 1 1 6 5 2
5 0 1 1 1 0

Totalc 55 71 94 104 77

a The separate analyses used a likelihood
penalty of 16.

b The joint analysis used a likelihood penalty
of 18.

c Total number of hotspots inferred across
the 89 genes.

Table 5

Inferred Hotspots: Joint Analysis

The table is available in its entirety in the online
edition of The American Journal of Human Genetics.

minimum length for the hotspot should improve later
inferences about the features of detected hotspots.

A summary of the results is given in table 4, and details
of the position of the inferred hotspots are given in tables
1 and 5. The results differ across the two analyses, with
the joint analysis inferring more hotspots, although this
is consistent with the higher power and slightly higher
false-positive rate observed in the simulation study. There
is also a difference in the number of hotspots inferred
in the AA sample compared with the EA sample. One
possible explanation of the increased power in the AA
population is the increased SNP density in that popu-
lation—although we did not observe any difference in
power in our simulation study, where we had the same
difference in SNP density across the two populations.

We are able to compare our results with those of Craw-
ford et al. (2004), who analyzed data from 74 genes, 39
of which are also in our study. Their analysis was based
on a Bayesian approach that compared the hypotheses
of no hotspot within a gene with that of one hotspot
within a gene, and they analyzed each population sepa-
rately. If we compare their results with those of our
separate analyses, we have a slightly higher proportion
(69% as compared with 62%) of genes for which a
hotspot was inferred in at least one population. Of the
39 genes in common, the two analyses agree on the
presence of hotspots in at least one population, or ab-
sence from both, in 28 cases. Of the remaining 11, we
inferred hotspots not found by Crawford et al. (2004)
in 7 genes. It is encouraging that, for all the 20 genes
for which both approaches inferred a hotspot, the po-
sition of the hotspot was consistent for the two methods.

(We define results as consistent if one of the hotspots
inferred in the gene by our approach overlapped with
the position of the hotspot inferred by Crawford et al.
2004).

Our results suggest hotspots occur more frequently
than did the results of Crawford et al. (2004), whose
estimate of a hotspot frequency of one every 63 kb was
biased by their assumption that genes had, at most, a
single hotspot. A simple estimate of the frequency of
hotspots from our analysis of the AA population sug-
gests hotspots either every ∼30 kb (on the basis of the
results from the joint analysis) or every ∼40 kb (on the
basis of results from the separate analysis). Our higher-
density estimates are roughly consistent with the sperm-
typing results from the major histocompatibility com-
plex (MHC) gene (Jeffreys et al. 2001), in which six
hotspots are found in ∼200 kb, and from a 206-kb re-
gion of chromosome 1 that contains eight hotspots (Jef-
freys et al. 2005).

Our results provide information on the clustering of
hotspots within genes, which is unavailable from the an-
alysis of Crawford et al. (2004). There is no evidence
from our results against a model in which hotspots are
placed uniformly at random along the genome (see fig.
3). The most extreme examples of clustering of hotspots
were for HABP2, PLAUR, and C3, in which 5, 4, and
4 hotspots were inferred (from the joint analysis) in 39-
kb, 24-kb, and 45-kb sequences, respectively.

Hotspot Position within Genes

Although our data suggest that the position of hot-
spots within the genome (or at least our biased sample
of the genome) is random, there remains the issue of
what factors might determine where hotspots are located
within the genes in our data set. To investigate factors
affecting hotspot position within genes, we used our
largest set of hotspots, the AA hotspots identified in the
joint analysis.

We first considered the position of hotspots within the
genes. We calculated the position of the center of each
hotspot as a proportion of the entire gene sequence, and
we found the mean position to be close to the center of
the gene (mean proportional position 0.45). We also
tested whether the proportion of hotspot sequence in
exons differed from the proportion of background se-
quence in exons (considering only those genes in which
hotspots were found). We found a slightly higher propor-
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Figure 3 Quantile-quantile plot for residuals of a Poisson model
for the number of hotspots per gene. The legend is available in its
entirety in the online edition of The American Journal of Human
Genetics.

tion of hotspot sequence to be exonic (5.4%) compared
with background sequence (4.2%), although simulations
indicated that the observed proportion of exonic sequence
in hotspots was not significantly greater than for ran-
domly positioned hotspots distributed across genes, ac-
cording to the Poisson distribution with mean equal to
the observed density of joint AA hotspots ( ).P p .34

We also searched for primary sequence motif differ-
ences between hotspot sequences and background se-
quences. We first considered testing for motifs that were
more common overall in hotspots than in background
sequences, similar to the approach of Crawford et al.
2004, but we found this test identified motifs that were
found to be highly abundant in just a few hotspots—in
particular, motifs repeated in rare large microsatellites.
Instead, we looked for motifs found in a high proportion
of hotspots, testing for significance by generating ran-
dom sets of hotspots (uniform density within and among
genes). We first tested the complete set of all 84 p

octamers for their presence in the 104 hotspots.65,536
Four octamers—AAAAAAAA, CAGCCTGG, GGAGG-
CTG, and TCCCAGCA—were found in the highest pro-
portion (45 of 104) of hotspots, so no single octamer is
a powerful predictor of hotspots. To find octamers found
more commonly in hotspots than would be expected by
chance, we assessed significance for the 185 octamers
that were present in 130% of hotspots. We used this
relatively low cutoff point because the proportion of
hotspots containing a motif is a function of both en-
richment in hotspots and also overall frequency in the
genome. One of the octamers, ACAGAGCA, had a P
value of !1 in 100,000; a further octamer, TCCCAGCA,
had a P value !1 in 10,000. However, no octamers had
significant P values after a Bonferroni correction.

Comparison of Populations

The results from the joint analysis of the data in the
two populations (see table 4) show that a substantial
number of hotspots are inferred only in one of the two
populations. This is in marked contrast to the results
from the simulation study (see table 3). There are various
explanations for this difference; one possibility is that
the recombination landscape is actually different for the
two distinct populations and that there are hotspots that
exist solely in one of the two populations. There is evi-

dence to show that recombination hotspots evolve over
time (see the Introduction), although there is currently
little idea as to whether this evolution has resulted in
different hotspots in different populations and, if so, to
what extent there are population-specific hotspots.

To quantify the evidence of population-specific hot-
spots within the 89 genes that we analyzed, we used a
simple likelihood-ratio test (similar to that used by Craw-
ford et al. [2004]). For each population-specific hotspot
that was inferred by our joint analysis, we first chose a
single region that overlapped with the hotspot. We cen-
tered each region around the center of the inferred hot-
spot and chose the width of that region to be the smallest
of 1 kb, 2 kb, 3 kb, 4 kb, or 5 kb, such that there were
at least six SNPs within the region for each of the two
populations. For some hotspots, even the 5-kb regions
did not contain six SNPs in each population; in these
cases, we decided to use 5-kb regions. Note that these
regions are not necessarily any of the subregions used
when we originally inferred the hotspots. We chose re-
gions in this way with the aim of getting small regions,
so that the majority (ideally all) of each region would
be contained within the area of the true (although poten-
tially population-specific) hotspot, while ensuring enough
SNPs within each population to have reasonable power
for inferring the recombination rates within each hotspot.

For each hotspot, we then calculated the log-likelihood-
ratio statistic for different recombination rates (relative
to the different effective population sizes) in the two
populations:

ˆ ˆ ˆ ˆLR p 2 log l (r ) � l (r ) � l (r) � l (gr) ,[ ]1 1 2 2 1 2

where and are the log AMLs for the AA andl (7) l (7)1 2

EA populations, g is the estimate of the ratio of the
average recombination rates in the two populations, r̂i

is the maximum-likelihood estimate (MLE) for the re-
combination rate in population i, and is the MLE forr̂

the recombination rate (defined for the AA population),
with the assumption that the rate differs only by a factor
of g across the two populations.

We converted the likelihood-ratio statistic values into
approximate P values, using a assumption for the like-2x1

lihood-ratio statistic. Simulations suggests that the like-
lihood-ratio statistic does at least roughly have a dis-2x1

tribution and that the resulting P values are likely to be
conservative (because of the positive dependence of the
likelihood curves in the two populations).

We found strongest evidence of a population-specific
hotspot in the gene TRPV6 ( ), although this PP p .007
value is far from significant when the multiple testing is
accounted for (we tested 44 inferred population-specific
hotspots, but these were preferentially chosen from a total
of 121 inferred hotspots; thus, we should correct for an
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equivalent of 121 hypothesis tests). One further hotspot
(the putative EA-specific hotspot in HABP2) had a P value
!.01.

We studied the putative population-specific hotspot in
TRPV6 in more detail. The signal for a population spe-
cific hotspot is due to a breakdown of linkage disequi-
librium (LD) across the region in the AA population,
whereas there is substantial LD across the whole gene
in the EA population (four distinct haplotypes from 50
SNPs that segregate in the EA population). However, the
four distinct haplotypes found in the EA population con-
sist of three haplotypes that differ only at two SNPs,
and the fourth haplotype (which is at frequency 1 in the
EA population) appears to be a recent migrant from the
AA population. Thus, even the signal here appears to be
caused by a combination of a lack of diversity in the EA
population and this recent migrant, rather than strong
evidence of a population-specific hotspot. (If we remove
the migrant haplotype, the remaining haplotypes have
almost no information about the amount of recombi-
nation in the EA population.)

Other Features of Hotspots

We also looked at features of SNPs and G�C content
within the inferred hotspots. Throughout, we used the
largest set of hotspots, those detected for the AA popu-
lation from the joint analysis, and SNPs and G�C con-
tent from that population. To see the importance of in-
ferring recombination rates at the kilobase scale—rather
than the megabase scale—we also considered the features
within the 10% of genes with highest recombination
rates, as defined by the deCODE recombination map.

We compared the patterns of G�C content and SNP
density for the background region of the AA data (G �

; SNP density of one per 310 bp), for theC p 44.2%
hotspot regions ( ; SNP density of oneG � C p 46.6%
per 190 bp), and for the nine genes with high deCODE
recombination rates ( ; SNP density ofG � C p 49.1%
one per 260 bp). Both the large-scale and fine-scale high-
recombination regions show higher levels of G�C and
higher SNP densities. The difference in both G�C con-
tent and SNP density is significant ( ) for differ-P ! .001
ences between the hotspot and background regions. These
results are consistent with known correlations between
G�C content and recombination rates and with the pos-
sible mutagenic effect of recombination (Hellmann et al.
2003).

One explanation for the correlation between G�C
content and recombination rates is BGC: the bias in re-
pair of hetero-mismatches in heteroduplex DNA formed
by gene conversion that favors G�C over A�T (see
Marais [2003] for a review). To look for evidence of
BGC, we calculated the mean polymorphism frequencies
of AA GCrAT and ATrGC SNPs within and outside

recombination hotspots (see the “Materials and Meth-
ods” section).

We see that the signature of BGC, with higher mean
frequency of ATrGC polymorphisms relative to GCrAT
polymorphisms, is stronger within recombination hot-
spots than for background regions outside hotspots (see
table 6), although the signal is small and not statistic-
ally significant. By comparison, a similar analysis of the
SeattleSNPs data set found no discernible effect on poly-
morphism frequencies that were due to large-scale re-
gional recombination-rate variation, as measured by the
deCODE pedigree data (Webster and Smith 2004). When
we partitioned our AA SNPs by deCODE recombination
rates, we found no difference in polymorphism frequen-
cies (see table 6).

The proportion of mutations that change GC content
and are GCrAT is similar for the complete data and the
hotspot regions (58% and 56%, respectively) but signifi-
cantly smaller than for regions with high deCODE re-
combination rates (63%; for difference in pro-P p .01
portion to that of the complete data).

Discussion

We have presented a new method for detecting recom-
bination hotspots from population-genetics data. Our
simulation study shows that this method has greater
power than what, on the basis of the results in Jeffreys
et al. (2005), is currently the best method, that of Fearn-
head et al. (2004). Both that approach and our new
method are based on use of the AML for subregions of
the genomic region of interest. It is intuitive that, for
this approach to work well, the subregions must be in-
formative (i.e., contain a sufficient number of SNPs) and
be of a size similar to the width of recombination hot-
spots. (If subregions were much wider than hotspots, the
signal from the hotspot would be weaker, since the main
part of the subregion analyzed would be outside the
hotspot.) This intuition is backed by our simulation re-
sults, which suggested that the main factor affecting our
method’s power for detecting hotspots is the number
of SNPs within and near the hotspot. Thus, these ap-
proaches are well suited for analyzing the SeattleSNPs
data considered in this work as well as the population
data described by Jeffreys et al. (2005): in both cases,
the density of SNPs is large. It may be that the methods
of Li and Stephens (2003) and McVean et al. (2004) will
be comparatively more powerful for data for which the
SNP density is much smaller.

The main focus of our work has been on detecting
recombination hotspots and not on estimating back-
ground or hotspot recombination rates. Results of the
work of Smith and Fearnhead (2005) suggest that the
pairwise likelihood method of McVean et al. (2002) and
the approximate likelihood method of Li and Stephens
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Table 6

Frequencies of Polymorphisms for Different Subsets of AA SNPs

SUBSET OF AA SNPS

FINDINGS BY MUTATION DIRECTION

AVERAGE

(%)
Da

(%)

GCrAT ATrGC

Frequencyb

(%) No. of SNPs
Frequencyb

(%) No. of SNPs

All SNPs 18.1 3,432 20.3 2,464 19.2 2.2
SNPs within hotspots 20.5 360 23.5 278 22.0 3.0
Background SNPsc 17.8 3,072 19.9 2,186 18.9 2.1
deCODEd 21.2 382 21.4 226 21.3 .2

a The difference in mean frequencies.
b Mean frequencies of polymorphisms that differ in their effects on GC content.
c Without hotspots.
d SNPs in genes with high deCODE regional recombination rates.

(2003) are more accurate for estimation of recombina-
tion rates than the AML that is the basis of our method.
As a result, we would suggest that, for estimating re-
combination rates, one should use the pairwise likeli-
hood approach of McVean et al. (2002), conditional on
the hotspot positions found by our method.

The SeattleSNPs data that we analyzed consisted of
population data from two distinct populations. The pe-
nalized-likelihood approach we propose can be easily
extended to deal with data from two populations. This
extension is “approximate,” since it ignores the positive
dependence that would be expected between the data
from the two populations. However, in simulations un-
der models that capture the main features of the data
we analyze, we found that this joint analysis performed
best. Whether such an approach will work more generally
is unclear. The joint analysis is potentially less robust than
the separate analysis, since there are extra features of
the data, particularly the dependences between the two
populations, that will affect the choice of penalization
factor and would need to be roughly similar in the sim-
ulated and real data.

Our method is dependent on specifying a likelihood
penalty l, an estimate of the background-recombination
rate , and, for the joint analysis, an estimate of ther̂b

ratio of recombination rates between the two popula-
tions, g. An important question is the degree to which
results are robust to variations in these. The effect of
varying l is to change the amount of evidence required
before a region is determined to be a hotspot. The choice
of l is a simple trade-off between power and false-posi-
tive rate; guidelines for choosing l can be obtained from
our simulation study. Although we considered only three
possible demographic scenarios (for the separate analy-
sis), the similarity in false-positive rates across these
different scenarios gives us some confidence that these
results will be roughly correct for a large variety of demo-
graphic scenarios.

The results of the joint analysis appear to be reason-

ably robust to variations in the choice of g. For example,
in our simulation study, varying g from 1.5 to 2.3 had
only a small effect on the number of both joint and
population-specific hotspots inferred (on the order of
one or two hotspots for each category). For the real
data, an earlier analysis with (which was basedg p 1.5
on an estimate of the ratio of effective population size
from polymorphism data), rather than , didg p 3.75
produce some noticeable differences in the results. In
particular, whereas the total number of hotspots in the
AA population was almost unaffected, the number of
joint hotspots and the total number of hotspots in the
EA population were reduced by an order of 10–20.

The method for obtaining is important, particularlyr̂b

for small genes (or genes with only a small amount of
background sequence). Our method—using the likeli-
hood ratio test of Fearnhead et al. (2004) to extract
regions that are likely to be hotspots and then using a
composite likelihood based on likelihoods from all other
subregions to estimate the background rate—is simple
and appears to work reasonably well (on the basis of the
simulation-study results). Even so, the choice of thresh-
old used for detecting hotspot regions can have a no-
ticeable effect on the results that are obtained; for some
genes there can be relatively few subregions that are not
classified as hotspots, which can lead to potentially large
uncertainty in the estimate of . Better approaches forr̂b

obtaining may lead to important improvements inr̂b

the accuracy of this penalized-likelihood approach.
One advantage of the joint analysis is that it allows

us to directly compare the presence/absence of hotspots
in the two populations. For the SeattleSNPs data, we
found that a third of the hotspots were inferred to be
present in only one of the two populations—much more
than is expected on the basis of the simulation study.
A simple analysis of these hotspots through use of a like-
lihood-ratio statistic does not give any evidence in favor
of the presence of different recombination hotspots in
the two populations. This may be due to lack of power,
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or there may just be smaller differences in the recom-
bination landscape in the two populations, such as a
different ratio of hotspot to background rate, that are
causing us to detect a large number of population-spe-
cific hotspots.

One important question is whether we would expect
to have any power to detect population-specific hot-
spots, if they exist, given that differences in the recom-
bination rates in the two populations are likely to be
recent and that the populations have shared ancestry.
One reason to be hopeful about having some power to
detect population-specific hotspots is that it is the
presence (or absence) of the most-recent recombination
events that has most effect on inferences about recom-
bination rates, and it is the recent recombination process
that will be most different and most close to indepen-
dent between the two populations.

Some of the SeattleSNPs data we analyzed has been
analyzed by Crawford et al. (2004). An important dif-
ference between these two analyses is that our method
for detecting hotspots allows us to find multiple hot-
spots (if they exist) within a gene rather than just an-
swering the question of whether there is at least one
hotspot within the gene. Our results show that many
genes have multiple hotspots, and, accounting for this,
we estimate that the frequency of hotspots is greater
(one per 30–40 kb) than that suggested by Crawford et
al. (2004) (one per 60 kb). Analysis of the position of
the hotspots shows no evidence against the simple hy-
pothesis that hotspots occur randomly.

To what extent the recombination hotspots that have
been detected correspond to increased rates of gene con-
version and/or increased rates of crossing-over is un-
clear. Whereas the AML is based on a model that as-
sumes that all recombination events consist of a single
recombination break point within the subregion being
analyzed (pure crossing-over), the results of Smith and
Fearnhead (2005) show that the AML actually infers
some (weighted) sum of the crossing-over and gene-
conversion rates. Thus, the recombination hotspots in-
dicate a general increase in the rate of gene conversion
and/or crossing-over, and our method gives no informa-
tion about the relative rate of these two processes.

A qualitative look at the population data suggests that
some of the hotspots may actually correspond to an
increase only in the gene-conversion rate. For example,
the hotspot detected at position 19,849–20,849 in DCN
in the AA population corresponds to a region in which
five neighboring SNPs show little LD (and, e.g., there
are nine distinct haplotypes defined by the data at these
five SNPs). However, if we consider the 16 SNPs that
comprise the 8 SNPs immediately adjacent to either side
of this hotspot, then these are in complete LD (as defined
by D′) and are consistent with no recombination. In fact,
the LD is so strong that these 16 SNPs define only seven

distinct haplotypes. This amount of LD is surprising if
there is indeed a crossing-over hotspot in the middle of
them, and a reasonable conclusion is that this hotspot
corresponds solely to an increase in gene conversion
(with short tract lengths).
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